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Delving Deep into One-Shot Skeleton-based Action
Recognition with Diverse Occlusions

Kunyu Peng!, Alina Roitberg', Kailun Yang', Jiaming Zhang', and Rainer Stiefelhagen'

Abstract—Occlusions are universal disruptions constantly
present in the real world. Especially for sparse representations,
such as human skeletons, a few occluded points might destroy
the geometrical and temporal continuity critically affecting the
results. Yet, the research of data-scarce recognition from skeleton
sequences, such as one-shot action recognition, does not explicitly
consider occlusions despite their everyday pervasiveness.

In this work, we explicitly tackle body occlusions for Skeleton-
based One-shot Action Recognition (SOAR). We mainly consider
two occlusion variants: 1) random occlusions and 2) more realistic
occlusions caused by diverse everyday objects, which we generate
by projecting the existing IKEA 3D furniture models into the
camera coordinate system of the 3D skeletons with different
geometric parameters, (e.g., rotation and displacement). We
leverage the proposed pipeline to blend out portions of skeleton
sequences of the three popular action recognition datasets (NTU-
120, NTU-60 and Toyota Smart Home) and formalize the first
benchmark for SOAR from partially occluded body poses. This
is the first benchmark which considers occlusions for data-
scarce action recognition. Another key property of our bench-
mark are the more realistic occlusions generated by everyday
objects, as even in standard recognition from 3D skeletons,
only randomly missing joints were considered. We re-evaluate
existing state-of-the-art frameworks for SOAR in the light of
this new task and further introduce Trans4SOAR - a new
transformer-based model which leverages three data streams and
mixed attention fusion mechanism to alleviate the adverse effects
caused by occlusions. While our experiments demonstrate a clear
decline in accuracy with missing skeleton portions, this effect is
smaller with Trans4SOAR, which outperforms other architectures
on all datasets. Although we specifically focus on occlusions,
Trans4SOAR additionally yields state-of-the-art in the standard
SOAR without occlusion, surpassing the best published approach
by 2.85% on NTU-120.

I. INTRODUCTION

ENEFITING from the rapid progress of deep learn-
B ing, conventional architectures for skeleton-based action
recognition achieved remarkable results on a variety of bench-
marks for body-pose based classification, e.g., NTU-120 [2]
and Toyota Smart Home [3]. However, most of the previous
works regard relatively clean datasets as the default starting
point for training models [2], [4], [S], [6]. Such datasets
often explicitly ensure good body visibility through a suitable
camera placement, but this assumption is rather naive, as
in real-life the input is often disrupted through occlusions.
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Fig. 1. An overview of the two proposed and reformulated occlusion scenar-
ios, i.e., REalistic synthesized occlusion (RE) proposed by us as depicted in
(1) and RAndom occlusion (RA) reformulated by us depicted in (2). In order
to generate realistic occlusion, we randomly choose a 3D furniture model
from PIX3D dataset [1] and insert it into the world coordinate of the 3D pose
using random translation and rotation. The occluded region of the skeletons are
determined through camera view point projection, where the whole procedure

is demonstrated in (3). In this work we investigate the influence brought by
these two dominant occlusions for SOAR, as (4).
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Skeleton-based action recognition algorithms operate on the
coordinates of the 3D body joints and have attracted a great
amount of attention [4], [5], [6], [7], [8], [9], [10], [11],
[12] due to the increasing precision of depth sensors and
their privacy-preserving characteristics, but occlusions are
especially damaging for such sparse representations, where a
few missing joints have a substantial impact on the geometric
and temporal continuity.

Learning new concepts with only few labelled examples
is often posed in the form of one- or few-shot recognition
problem [13], [14], [15], [16], [17] and still remains one of the
key problems in human action recognition. Especially if only
few training examples are available, occlusions are critical
since no diverse data is available for new categories and the
quality of the few provided samples dominate the final results.

In this paper, we are interested in categorizing sequences of
unseen 3D body poses from only one reference sample, where
portions of these sequences are missing due to occlusions.
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Since no past work on one-shot action recognition from
skeleton data explicitly considers occlusions, we first introduce
a new benchmark by blending out skeleton parts in three
established action recognition datasets. Our idea is to use a
library [1] of 3D objects to generate REalistic occlusions (RE),
which we project onto the original data with different geomet-
ric parameters, such as rotation and displacement. We believe,
that by projecting everyday objects (as shown in Figure 1), the
occlusions are far more realistic than random dropping of data
points, which has been considered in standard [18], [19], (i.e.,
not data scarce) recognition from 3D skeletons in the past
while preserving the dimension of skeleton joints compared
with [20]. Still, we also consider random blending of body
joints while considering both spatial and temporal information
as a second occlusion variant, i.e., RAndom occlusion (RA),
in our benchmark.

We also introduce Trans4SOAR — a new transformer-based
model which comprises three data streams and mixed fusion
to overcome the challenges caused by occlusions. Until now,
Skeleton-based One-shot Action Recognition (SOAR) has
been mostly addressed with Convolutional Neural Networks
(CNNSs) coupled with metric learning [21], [22], [23] or meta
learning [24]. While few recent works considered transformers
networks in conventional video-based human activity classifi-
cation [25], their potential as signal encoders of body move-
ment, their transfer capabilities to new data-scarce activities
classes and their ability to deal with body pose occlusions have
been overlooked. For example, Skeleton-DML and SL-DML,
the state-of-the-art approaches for the SOAR task [21], [22],
both leverage a CNN-based encoder for signal-level skeleton
representation and the deep metric learning paradigm. Our
experimental strategy is therefore to first re-evaluate Skeleton-
DML [21] and SL-DML [22] as the current state-of-the-
art approaches in the light of our new occlusion-centered
task. Then, we revisit image-like modelling of skeleton dy-
namics with the rapidly emerging visual transformers within
our Trans4SOAR model. Apart from being the first visual
transformer-based architecture for encoding skeleton signals
as image-like representations targeting at the SOAR task, we
alleviate the adverse effects caused by occlusions through two
novel design choices. First, we leverage complementary types
of information (velocities, bones and joints) and propose the
Mixed Attention Fusion Mechanism (MAFM) which learns
how to link the information from diverse streams at the patch
embedding level while considering the spatial and temporal
neighborhood information. Secondly, we leverage the Latent
Space Consistency (LSC) loss encouraging the model to output
similar results with an additional auxiliary branch, if the
embedding in the middle layer of the auxiliary branch has been
altered by category agnostic prototypes, which suits naturally
to the use-case of disturbances through occlusions.

This paper explicitly explores occlusions for SOAR and
makes the following contributions:

o We for the first time tackle occlusions for Skeleton-
based One-Shot Action Recognition (SOAR) and build a
benchmark for this task by augmenting three established
datasets for action recognition through our occlusion
pipeline. Our pipeline considers different occlusion set-

tings, where RAndom occlusion (RA) and REalistically
synthesised occlusion (RE) based on everyday objects are
the most important ones. We view the latter case as a
more practical scenario closer to real-life applications and
achieve it by using a library of 3D objects obtained from
the IKEA 3D furniture dataset [1], which are inserted
into the world coordinate system of the body poses with
different geometric parameters.

¢ We introduce TRANS4SOAR - an new three-stream
transformer-based model specifically aimed at overcom-
ing data occlusions by 1) leveraging diverse types of input
(velocities, bones and joints) and enabling information
exchange at the patch embedding level via the Mixed
Attention Fusion Mechanism (MAFM) and 2) extensively
augmenting the intermediate transformer representations
through iteratively estimated category-specific prototypes
and the Latent Space Consistency (LSC) loss.

« We conduct in-depth experiments in the SOAR task, eval-
uating two existing state-of-the art frameworks [22], [21]
as well as our TRANS4SOAR network and its individual
building blocks under four different types of occlusions.
Unsurprisingly, introducing occlusions adversely impacts
the outcome, marking an important future work direction.
Our TRANS4SOAR model yields state-of-the-art on all
three datasets under the presence of occlusions.

¢ As a side-observation, we discover that TRANS4SOAR
also outperforms state-of-the-art in the standard SOAR,
(i.e., the not occluded SOAR task), surpassing the best
previously published model on the challenging NTU-120
SOAR benchmark by > 2.8%.

II. RELATED WORK
A. One-shot Action Recognition

One-shot recognition, belonged to data-scarce representa-
tion learning paradigm, aims at the recognition of unseen
category with only one reference samples given as guidance.
Compared with existing works in one-shot image classi-
fication, where meta learning-based approaches [24], [27],
[28], [29], [30], [31] dominate the important positions by re-
initializing a new task set every epoch following the paradigm
regarding learning to learn, Deep Metric Learning (DML)
based approaches [21], [22], [23], which aims at achieving
highly discriminative representation and closer representation
distance for inter- and intra-category samples in the latent
space, are well utilized for Skeleton-based One-shot Action
Recognition (SOAR) benchmarked by NTU-120 [2] with pre-
defined reference frames. One-shot action recognition has been
well studied for several down-stream tasks, e.g., semantic
segmentation [32] and video classification [13], [15], [16],
[33], however the research of SOAR are much more sparse and
mostly benchmarked on the NTU-120 dataset [2], [21], [34],
[35], [36]. State-of-the-art recognition results are currently
reached by the approaches of Memmesheimer et al. [22], [21],
which use a CNN-based encoding of 3D skeletons represented
as images and optimizes the framework with deep metric
learning using a mixture of cross entropy and triplet margin
losses. In this work, we investigate the transformer architecture



)%
(_UJ

h
— I'. : :
2 = !
4 @ H e Early Transformer Stages Top Transformer Stage '
g S o 5 . R = H !
° o R = £ '
s3> >E3R S g gl |3 2 -
33 o> I o S 2 | ion-1] 8 8| Ev1 e .
== I3 " 2 gl AN ° 5 :
= 3 m > 1
e > | 2 8 g -
> = gl . |2 g o] !
z S Epaten; |8 @ 1l (8] updateperEpoch |3 ;
: e ) B 2l |g] [E] |8 g B :
g (7] 3 ] 2 2 n Z 1
] a2 [ o S = Z 1
B NN e>la & '
3 h — —
2 3 —)i 3 > & S = Prototype .
) @ 5 = °olr . 3 £ Memory Bank f
. D [ mized| |5 @ 5
2 & g 8 ;
e J = S| anis|| B 7z " :
S g 3|/e % = ) Auxiliary '
® =2
@) () [ g o o -I_ - Prototype % Branch !
= o 2 3 5 g ﬁ Augmentation S h
g - s o 2 = £ (g g '
o o 3 2 =z o [FN-1 '
S ingb R inat 3 2l € Bounl3 '
S o> P \— =/ z !
S o
- =1 > '
I
| — !
1

papuany
INdINO paxiN

Fig. 2. An overview of the proposed TRANS4SOAR architecture, which is a Transformer for Skeleton-based One-Shot Action Recognition. (a) indicates the
transformer block leveraged in TRANS4SOAR. This basic transformer attention block is proposed by LeViT [26], which builds up the transformer block in
the later stage of our TRANS4SOAR architecture through stacking. (b) is the overview of the TRANS4SOAR training pipeline. First, the skeleton signals are
encoded in three kinds of format, i.e., joints, bones, and velocities. Image-like representations are formulated through the concatenation along the temporal
axis of the skeleton data, which are further divided into several patches and fed into its corresponding patch embedding net. Then, the Mixed Attention
Fusion Mechanism (MAFM) fuses the embeddings from these three different streams by using Mixed Fusion (MF) to achieve cross-stream aggregation on
Key, Query, and Value together with the proposed Softmax Concentrated Aggregation (SCA). The Latent Space Consistency (LSC) loss L;gc integrates an
prototype augmented auxiliary branch and adopts cosine similarity loss to encourage the embeddings from the main branch E and the embeddings from
the auxiliary branch E* to be more similar. Three losses, i.e., triplet margin loss (Lrpr), cross entropy loss (Lcrs), and LSC loss (Lpsc), are leveraged for
discriminative representation learning. EMB indicates embedding generation layers, which are built based on multi-layer perceptrons (MLP). Head indicates
a fully-connected (fc) layer based classification head. PE indicates the patch embedding network. (c) shows the workflow of the Mixed Fusion (MF) and (d)
shows the Mixed Attention Fusion Mechanism (MAFM), where Proj indicates the fc-based projection layer, AVG indicates the average operation and LN
indicates layer normalization.

and propose a new model named as TRANS4SOAR for the first time investigate visual transformer for skeleton data by
SOAR task while considering different occlusion scenarios. encoding the skeleton as image-like representation which has
We build our optimization paradigm based on SL-DML [21] the same encoding procedure with SL-DML [22] while using
while further proposing a novel patch embedding level fusion an additional auxiliary branch and loss to achieve latent space

approach considering different skeleton encoding formats. consistency. Furthermore, in order to achieve high robustness
against different occlusion scenarios, a novel feature extrac-
B. Visual Transformers tion architecture TRANS4SOAR is proposed by integrating a

Transformer networks [37] are rapidly gaining popularity Mixed Attention Fusion Mechanism (MAFM).

in computer vision since their operationalization on image

patched within the ViT [38] and DeiT [39] architectures. C. Skeleton-based Action Recognition with Occlusion
Recently, transformer models, known for capturing essential Most of the skeleton extraction approaches, e.g., Alpha-
long-range context [37], become increasingly appealing in Pose [48], [49], [50], tend to directly give zero output
vision tasks since ViT [38] and DeiT [39] directly utilize a pure  regarding the occluded human body joints. Thereby some
transformer on image patches. A large amount of transformer- researchers formulated the occluded action recognition task
based models are thereby put forward regarding this new trend, through randomly setting different body regions per frame as
while some of them target at pursuing better accuracy on im- zeros to simulate spatial occlusion or setting the randomly
age classification task [40], [41], [42], resource-efficiency [26], selected frame as zeros to simulate temporal occlusion [18],
[43] and the others are designed for more specific tasks, e.g., [19], [51], [52], [53], [54] while self-occlusion caused by
semantic segmentation [32]. In action recognition task, the human body movement is considered in [55]. Notice that,
transformer-based models could be arranged into two main all the aforementioned related works are for skeleton-based
groups, which are video-based transformer [25], [44], [45], action recognition, which is not for SOAR, tackled by our
[46] and skeleton-based transformer [7], [9], [10], [11], [47], work. In this work, we jointly consider both spatial occlusion
[4] using standard sequential skeleton as input. We for the and temporal occlusion at the same time to form random



occlusion which is a more reasonable randomly generated
occlusion setting since temporal and spatial occlusion should
be considered together if the whole skeleton sequence is
seen as a sample for SOAR. Besides, for realistic synthe-
sized occlusion, OSD dataset [20] for the first time projected
3D real world objects into image plane and then generated
occluded skeleton in 2D image coordinate. The dimension
of raw data is unfortunately not preserved which results in
massive information loss by converting 3D data into 2D
data. In order to tackle the occlusion issue in more realistic
scenario while preserving dimension of the data, we thereby
propose a dimension preserving realistic synthesized occlusion
pipeline using an additional 3D model dataset PIX3D [1].
Moreover, we for the first time investigate SOAR under diverse
occlusions while all the existing works target not-occluded
one-shot action recognition.

III. BENCHMARK

To address the lack of related benchmarks, we collect
and publicly release the first testbed for SOAR under pres-
ence of occlusions. Our benchmark augments three prominent
datasets for SOAR with different occlusions, of which random
spatiotemporal occlusions and the realistically synthesised
occlusions derived from an existing 3D library of furniture
objects being the most important ones. Next, we give a formal
definition of the addressed task (Section III-A) and describe
the data obstruction mechanism that we have developed to
reach our design goal of realistic everyday occlusions (Section
II1-B) as well as the more conventional random occlusion
pipeline (Section III-C).

A. Problem Definition

The task we address is SOAR [21] where a priori knowl-
edge acquired from data-rich action classes is transferred to
categorize new data-scarce classes, while certain regions of
the skeleton are not visible. Following the standard evalua-
tion protocol for data-scarce action recognition, we build on
the one-shot evaluation setting of NTU-120 [2], where new
categories of the body pose sequences are categorized from
a single reference sample. Formally, Cp,s denotes the set of
|Cpase| data-rich categories available during training through
large amount of labelled data Dp,se = { (Si,li)}flzl, l; € Cpase
while U indicates the number of samples in Dp,g. Our goal is
to distinguish the |Cy,ye;| new activity classes Cyoyer, for which
only k = 1 reference training example is available for each
class. These data-scarce examples are referred to as support
set Dgypp = {Si}2., while O indicates the number of samples
in Dypp and Cpage NCyover = 0. The final task is then to assign
a category [, € Cuoyer to each sample from the test set Dyog
containing examples from the data-scarce categories Cgye;-

Since our idea is to study and address occlusions for
skeleton-based recognition with little training data, we aug-
ment both, the support set Dy, and the test set D;.; with
our pipeline described in the upcoming sections. Note, that in
our experiments, we consider both: 1) obstructing the reference
examples from the support set and the test set examples and
2) considering occlusions in the test set only, while using
complete sequences as our reference samples.
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Fig. 3. An overview of Signal-to-Noise Ratio (SNR) distribution of the
realistic synthesized occlusion dataset, where (a), (b) and (c) are for the NTU-
120 [2], the NTU-60 [56] and the Toyota Smart Home [3] respectively. The
legend indicates the corresponding SNR range.

B. Realistic Synthesized Occlusion

Past work on skeleton-based activity recognition (without
the data scarcity constraint) considered occlusions as random
temporal or spatial obstructions only [18], achieved by ran-
domly setting a fixed number of frames or a fixed number
of joints to zero respectively. Such occlusions have highly
controllable characteristics but are rather unusual in the real
world, where objects are a common cause for obstructions
and missing skeleton points exhibit specific geometric consis-
tencies. To tackle this issue, we build new occluded versions
of three public datasets, i.e., NTU-120 [2], NTU-60 [56]
and Toyota Smart Home [3], by inserting the 3D IKEA
furniture models obtained from the PIX3D dataset [1] into
the world coordinates system of the human body. Note, that
while NTU-120 [2] and NTU-60 [56] contain 3D skeletons,
while Toyota Smart Home [3] covers 2D data, the process of
augmenting the data with the realistic synthesized occlusions
is different and will be explained in the following sections.
The statistics of Signal-to-Noise Ratio (SNR) for each dataset
with the proposed realistic synthesized occlusion is depicted
in Figure 3.
3D realistic synthesized occlusion dataset generation. The
NTU-120 [2] and NTU-60 [56] datasets cover different camera
views. We therefore need to consider the cross-view con-
sistency when obstructing the body poses with the furniture
models. Unfortunately, the datasets do not provide the calibra-
tion data of the individual cameras, which would be the first
essential piece of information when addressing this problem.
Luckily, our goal is the skeleton data and each frame contain-
ing a skeleton provides sufficient world coordinate information
about joints, which can be directly used to calibrate the relative
position of the different cameras. A single skeleton sequence
sample with T frames and J joints gives us a set of coordinates
with number of T -J. If N samples are provided in our dataset,
the known number of the world coordinates thereby rises to
N T xJ which is much higher than the rank of projection
matrix between two different cameras. The calibration matrix
F;; between two utilized cameras i and j can be estimated
through the following equation:

F; = (XI'X);'XTX] (1)
where X denotes the collection of human body joints with
homogeneous coordinate format captured simultaneously by



two different cameras. Thereby, the projection matrix between
every two cameras can be obtained as F;; € F.

A detailed description of the 3D occlusion generation pro-
cedure is formalized in Alg. 1. First, we randomly select 3D
object model from the existing IKEA furniture library [1] con-
taining 395 different models from 9 categories and augment it
via random rotation and translation regarding the vertical axis
(bottom to up) and the horizontal plane respectively to simulate
life-like occlusions while trying to ensure the bottom points of
the skeleton and furniture are in the same vertical height level
through vertical translation. To ensure the cross-view consis-
tency, samples collected simultaneously by different cameras
share the rotation and translation augmented furniture model
by using the projection matrix from the calibration set F'. Next,
we need to determine which skeleton body joints are blended
out by the current occluded object from the perspective of
the camera. The skeleton body joints x = [x,x2,x3] (Where x3
indicates the axis which is parallel to the focus axis of the
camera) and the points of the augmented furniture model z
are first horizontally projected along the focus axis of camera
into x* and z*, as X* = [x]/x},x5/x3] and z* = [z} /25,25 /25)-

Then, we build up a two-dimensional convex hull based
on the projected points regarding z* and use the following
equation to determine if the human body joints fall into the
occlusion convex hull from the camera point of view or not:

IsInHull = IsTrue(A x (PT) < Tile(—b,(1,len(P))),0), (2)

where A denotes the construction equation of the 2D convex
hull of z*, b denotes the last convex hull equation, P denotes
the point that needs to be determined, Tile indicates whether
all array elements along a given axis are able to be evaluated
as True or not and len(-) is the coordinate point dimension.
Thereby the IsInHull is a binary indicator, while True marks
the point being inside the convex hull and vice versa. Finally
we will get a Mask for each queried skeleton data (see Alg. 1),
and the occluded 3D points are set to zero.

2D realistic synthesized occlusion dataset generation. Since
the third dataset we leverage, i.e., Toyota Smart Home [3], only
contains 2D skeletons in the image plane, the aforementioned
pipeline for generating 3D realistic synthesized occlusion is
modified to suit the 2D use-case. Instead of directly augment-
ing the 3D furniture model via rotation and translation, we use
a randomly generated projection matrix, which transforms the
points from the camera coordinates to the image coordinate
system, to project the furniture model onto the image plane.
Then, similar to the 3D realistic synthesized occlusion genera-
tion procedure, the convex hull of the occluded region is built
up according to the projected points of the furniture model on
the 2D image plane and an occlusion-aware mask is obtained
through the ISInHull function. Finally, the corresponding 2D
skeleton joints within the mask are changed to zeros.

C. Random Occlusion

The second occlusion variant we considered is random
data obstruction, which is a combination of random temporal
and spatial occlusions used in past work on standard, (i.e.,
without the data scarcity constraint) skeleton-based action

Algorithm 1 3D realistic synthesized occlusion generation.

Input: F — the set of projection matrix for each camera pair; X —
the set of skeleton data; Z — the collection of 3D furniture models
from PIX3D dataset; R and T — random rotation and translation
augmentations; Xp.. — a empty set for occluded skeleton data;
[a, b] — predefined occluded SNR range for the acceptance,
where a is the lower limitation and b is the upper limitation.

1: for all x € X: do
2. Set Accept = False.
3:  while Accept! = True do
4: Set Found = False.
5: Set Noce = 0.
6: {Nocc is the occluded sample number for X .}
7: while Found! = True do
8: Search Xy collected simultaneously with x from different
views
9: Extract the calibration set F; for Xg.
10: Randomly select z, where z € L.
11: Obtain augmented 1, i.e., z, by 7 = R(T(z)).
12: Get Z; by applying £, € F; on z.
13: Define Zj1 =Z4U {Z} and Xz =X, U {X}
14: if Z;1 has no intersection with X441 for each corre-
sponding element: then
15: Found = True
16: end if
17: end while
18: for (Xd,Zd) € Zip(Xd+] ,Zd+1) do
19: Horizontally project z; and X4 along focus axis of camera
d into 2D plane as z;; and X;.
20: Build up 2D convex hull ® of z;.
21: Masky = IsInHull(®,X}).
22: Calculate SNRy = Sum(Masky)/len(Masky) for xg.
23: Occlude x; by x4[Masky] = zeros_like(xy[Mask,))
24: Append X, into Xdocc
25: if SNR; in [a,b] then
26: Noce+ = 1.
27: end if
28: end for
29: if Noce < Toce or Ngep < Tgep then
30: Set Accept = False and Ng.p+ = 1.
31: else
32: Set Accept = True.
33: Del X; from X and append the XC?“ into Xoce-
34: end if
35:  end while
36: end for

recognition [18], [19]. For random temporal occlusions, a
fixed number of frames are blended out randomly for each
skeleton sequence to simulate full occlusion for certain points
in time. For random spatial occlusions, a fixed number of
joints are randomly set to zero in every frame of the skeleton
data stream. This is a very specialized type of occlusions,
since the exact number of joints are not visible in all frames.
However, mixing both, random temporal occlusions and ran-
dom spatial occlusions, is a more reasonable scenario with
less predefined controllable conditions and a higher chance
to happen in real-life. With x € R7*/*8 being the skeleton
data, we first flatten it into R(T*/)*B_ after which a set of
data points y- (T x J) are randomly chosen with a predefined
SNR ratio y and blended out. Although we view the mixed
spatial and temporal occlusion as a more reasonable option,
we also conduct experiments with isolated random spatial and
temporal occlusions for consistency. Overall, our experiments



described in the later sections will indicate, that the realistic
synthesized occlusions are the most challenging ones.

IV. METHODS: TRANS4SOAR

We introduce Trans4SOAR — a three-stream transformer-
based model designed to overcome adverse effects of occlu-
sions (an overview is provided in Fig. 2). The key ingredients
of our model are 1) the Mixed Attention Fusion Mechanism
(MAFM) which learns to aggregate three different types of
skeleton information, (i.e., joints, velocities and bones) at the
patch embedding level and 2) an extensive data augmentation
technique at the feature-level, where an auxiliary branch is
augmented by category agnostic prototypes. The motivation of
the latter component is to encourage better robustness against
imperfect data brought by occlusions through an additional
consistency cost computed between the obtained body pose
embedding and its prototype-augmented version.

Next, we describe the basic components regarding the
input encoding, the patch embedding procedure and the basic
transformer blocks of TRANS4SOAR (Sec. IV-A) and MAFM
— the central building block model responsible for the three-
stream fusion at the patch embedding level (Sec. IV-B). Finally
we introduce our auxiliary Latent Space Consistency (LSC)
loss for encouraging invariance to transformations through
consistency constraints and augmentations with previously
learned action category prototypes (Sec. IV-C).

A. Illustration of the Base Components

Input encoding. We follow the skeleton encoding for body
joints proposed by SL-DML [22] to cast the sequential
skeleton data as image-like representations. Assuming that
scRT*/*B denotes a sequential skeleton sample, where T
indicates the temporal length, J indicates the total number of
joints, and B indicates the dimension of the coordinates of the
skeleton joints. The input of our approach is achieved by inter-
polation, which transfers s from 7' xJxB to HxW x B to match
the image-wise input. Moreover, TRANS4SOAR is a three-
stream architecture, which does not only consider joints (as in
[22]) but also bones b and velocities v defined as v,=s;—s;_1,
denoting the velocity for each joint during human body motion
at time stamp ¢, and b; j=s;—s;, for (i,j) € Qpones, denoting
the vector of each bone of the human skeleton, respectively.
These vectors are subsequently mapped to image-like arrays
using the described above procedure.

Finally, after the skeleton format encoding and image-wise
transformation, we obtain three individually image-wise inputs
including joints, velocities, and bones which have the same
shape as HxW xB. So at the end of input encoding we have
three streams of input, i.e., joints, velocities and bones.
Patch embedding and transformer blocks. Modern CNNs
are excellent at preserving details, while transformers are
known for capturing long-range dependencies, making the
combination of CNN- and transformer blocks a potential
double win. LeViT [26] opened the door for this combination
by using a CNN with four layers for patch embedding, before
the stack of transformer blocks. Standing on the shoulders
of giants, we adopt the basic transformer blocks and patch

embedding layers proposed by LeViT [26] in TRANS4SOAR.
The basic transformer attention block of LeViT [26] is de-
picted on the left hand side of Figure 2. After the acquisition of
the Query Q, Key K and Value V through the projection layers
Pron, Projg, and Projy, respectively, the final attended output
can be calculated as Projy,,(HardWish((Softmax(Q x K)) +
Bias,;) x V), where each projection layer is composed of
an 1x1 conv and a batch normalization layer, and Biasy;
denotes the attention bias. First, the leveraged three streams
of inputs namely joints, velocities, and bones are separately
divided into Ny cn=(H /P)x (W /P) patches with a predefined
path size P and thereby three input sequences are produced,
which are denoted as §;, S,, and S, for joints, velocities, and
bones, respectively. Then, we build up patch embedding layers
through a stack of convolutional neural networks, denoted as
Myj, Mgv, and My, to extract high-dimensional embeddings
for the patch sequence of each stream, denoted separately as
Epaich,j» Eparch,ys and Epgenp. We follow the attention bias
setting (depicted in Figure 2 (a)) instead of using position em-
beddings as introduced in [26]. The corresponding relationship
is depicted in Eq. (3):

Epatch,jv Epatchyv Epatch,b :Mej (Sj)v MG"(Sv)a Meb (Sb) (3)

The resulted three embedding streams are then fed into the
key component of the proposed TRANS4SOAR architecture,
i.e. Mixed Attention Fusion Mechanism (MAFM), for multi-
stream fusion, which we now introduce in detail.

B. Multimodal Fusion at the Patch Embedding Level

Mixed Fusion (MF). The proposed Mixed Attention Fusion
Mechanism (MAMF) builds upon the the Mixed Fusion (MF)
strategy. The main purpose of MF is to transfer the important
cues from the two auxiliary streams, i.e., velocities and bones,
to the main stream, i.e., joints, to achieve multi-stream fusion
of skeleton data on the patch embedding level. We propose
to use a mixture of Value and Key for multi-stream fusion.
While such a concept regarding the mixture of Key and
Value is studied in MixFormer [57] for template matching,
the design of our proposed MF mechanism is non-trivial.
Unlike the mixture in template matching which aims to push
the model to focus on similarity cues, our MF scheme is
designed to harvest complementary cross-modality dependen-
cies and enable a multi-stream agreement for discriminative
embedding learning. Apart from using a concept of mixture
of Key and Value, we design a unique three-stream patch-
embedding fusion architecture regarding MF and MAFM to
suit the discriminative embedding learning the for SOAR. In
the following, we introduce the proposed MF for multi-stream
patch embedding fusion in detail. First, we encode the patch
embeddings of the joints E,cp ; through two different linear
projection layers, i.e., Proj;, and Projlg, as depicted in Eq. (4):

Qjv, Qvj =Proj) (Epacn ), Proj) (Bparcnj).  (4)

Then, for Keys and Values of the jv branch and the bj
branch, the input embeddings are aggregated together through
concatenation, which is indicated as Cat. After that, for each
single term, a projection layer is used for encoding. For



example, Proj{/v is the projection layer for Value of the jv
branch. As a result, V;,, Kj,, V,;, and K,; are yielded after
the encoding:

Viv = Proj}) (Cat (Epacnj» Eparchy)), 5)
K, = Projf (Cat (Bpach.j, Eparchy)), ©6)
Vi = Projy/ (Cat (Epasch j, Eparchp)), (7)
Kyj = Proj/ (Cat (Epurch.j, Eparcip))- ®)

After the aforementioned procedures, we have obtained Query,
Key, and Value for the two branches, separately. Then the ques-
tion lies in how to further aggregate these two branches. We
introduce Softmax Concentrated Aggregation (SCA), which is
realized through the following equations to achieve aggrega-
tion between V;, and V,;, K;, and K;;, and Q;, and Q,;:

V = (Softmax(V ;)" Vy; +Softmax(Vy;) Vi) /2, (9)

K = (Softmax(K;,) Ky; + Softmax(Kp;) K1) /2, (10)

Q = (Softmax(Q;,)" Qp; + Softmax(Qp;)" Q) /2. (11)
After the SCA operation, we obtain the aggregated Query Q,
Key K, and Value V, which is merged together to formulate the
desired attention by Art = Softmax(QK” /,/5;)V, where the
scale factor is used to avoid the negative influence brought by
the dot product on the variance and Aft denotes the calculated
attention value.

Mixed Attention Fusion Mechanism (MAFM). The MAFM
is depicted on the upper right corner of Figure 2, which is
designed for a further step of aggregation, while considering
layer normalization (LN), averaged skip connection, and path
drop out. First, the attended embedding E,, is obtained
through Eq. (12):

Eu = MF(LN(Epatch,j)a LN(EpatCh,v)7 LN(Epatch,j))- (12)
As shown in Figure 2, the original patch embeddings E,qcs, j»
Epachy, and Epgepp are firstly averaged and then added
with the path-dropped attended embedding E,;; to have Egq,,
an embedding after averaging (AVG) and applying an skip
connection, as depicted in Eq. (13):

Eun = AVG(Epatch,j7Epatch,va EpaZCh,b) +DP(Eatt)7 (13)
where DP indicates the drop path operation. Then, the final
mixed resulted embedding E,;;..qs is obtained via Eq. (14):

Ejiived = DP(MLP(LN(Easn))) + Egsn- (14)
Finally, the resulted mixed embedding is further fed into the
stack of transformer blocks.

Algorithm 2 An overview of the training pipeline with latent
space consistency (LSC) loss.

Input: S — a batch in D45 Sp and S, — positive and negative
anchor; féHN ~! and felﬁN ~1' _ first N-1 transformer layers
of main and auxiliary branches; fév and fé\’ — the N-th (last)
transformer layer for main and auxiliary branches; EMB —
Embedding layer; N, — maximum training epochs; N; — epoch
threshold for the stage changing; E and E* — embedding for
main and auxiliary branches; PMB — Prototypes memory bank;
WarmUpAug and PrototypeAug — Warm-up stage and prototype-
based feature augmentation stage

1: for all epoch € Range(N,) do

2:  for all S € Dy, do

3: if epoch > N; then

4: for all [ in labelg do Append(PMBIJl|) — List,
5: end for

6: E} = Concat(List,)

7: end if

8: if BaseModel is not None then S = BaseModel(S)
9: end if

10: Euch = PatchEmbeddingAndEncoding(S)

11: Ey-1= 51_)N_I(Epatch)s E}k\lfl :fgl_)N_](Epatch)
12: if epoch < N; then E;,, = WarmU pAug(E},_ )
13: else E; , = PrototypeAug(Ey_,Ep)

14: end if

1. E=EMB(/Y(Ex 1)), B = EMB(f) (E},q))

16: Ly = TripletMarginLoss(E,E,,E})

17: Lysc = ConsistencyLoss(E,E*) —LSC loss

18: Lejass = ClassificationLoss(Head (E), labels)

19: BackPropagation(WeightedSum(L, ,;, Lejass, Lrsc))
20:  end for
21:  if epoch < N; —1 then
22: CalculatePrototypes(Dyrqain) — Set(Ey_1) — PMB
23:  end if
24: end for

C. Prototype-based Latent Space Consistency Loss

To learn data-efficient one-shot action recognition, we put
forward a Latent Space Consistency (LSC) loss, which en-
courages the consistency of the embeddings learned through
the main branch and an additional prototype-based feature
augmentation branch by cosine similarity loss, as illustrated
in Alg. 2. The intention behind the design of LSC loss is to
increase the robustness of the model by forcing the model
to learn consistent embeddings even under the disruption
of the feature-level augmentation, whose capability against
occlusion is verified through our experiments. We build on
top of a recent feature augmentation approach from semi-
supervised learning [58], but additionally propose a warm-
up self-augmentation phase and certain architecture changes,
which have proven to be effective in improving both the
accuracy and the robustness of the model.

Estimating action category prototypes. For the auxiliary
branch augmentations at feature-level, we draw inspiration
from FeatMatch [58], a recent method for semi-supervised
image classification, where a learned weighted combined
category-specific prototypes is used to enhance the interme-
diate features when referring to feature-level augmentations.
Specifically, for each data-rich action category [; € Cpyse, We
iteratively estimate its prototype in the latent space as the
center of all training set embeddings of the specific action (we
use the embeddings after the N—1 block if N is our number
of transformer blocks). Note, that unlike FeatMatch, we use



Fig. 4. Overview of the self-augmentation at feature-level leveraged in the
auxiliary branch of the proposed method. During the warm-up phase (top),
the feature itself is used as the basis to compute attention masks used to
self-augment the feature. At the later stage, we use action-specific prototypes
Softmax-normalized along the channel dimension in order to augment the
embedding (bottom).

the centers of the data-rich base categories available during
training (while clustering is used in semi-supervised learning
due to absence of labels). Every epoch, these action category
prototypes are iteratively updated and stored into a fixed-sized
vector by category-wise mean average, which we refer to as
the Prototype Memory Bank (PMB). These action category
prototypes are then used for feature augmentations in order to
estimate the consistency cost.

Prototype-based feature enhancement with self-
augmentation warm-up. Leveraging prototype-based
augmentation in context of one-shot learning requires

further conceptual changes. First, since the prototypes
indeed correspond to actual action categories from Cpgge
(i.e. only one of the current training categories is correct),
we first apply Softmax normalization across the channel
dimension for prototypes vector Ej and then refine it with
the feature Ey_, and project it into an embedding space
as :Nq:gi(Softmax(E}i) -Ey_;), where N indicates
the total number of the transformer stage blocks. Ej
is obtained through E}_, = ;HN*l(EPa,Ch), where fé
indicates the i-th transformer stage block for the auxiliary
branch and E,u. is the mixed fused patch embedding
Enixed- At the same time, the feature Ey_, is also projected
as E/y =g (Ey_ ;). Then, the attention weight W is
calculated as W==So ftmax(Ej y,_ lTE:Nfl). After aggregating
the information coming from prototypes vector Ej to the
original feature E},_; as depicted in Eq. (15):

EZgg,N—l = g/%t([WE:N—lvEZNfl])a

the final augmented feature E,,, is then obtained through
a residual connection with the original feature E)_; by
Eo=ReLU(Ey_+E;,, v 1), Where g;l and gi indicate two
fully-connected (fc) layers (no weight sharing), and gi in-
dicates a stack of two fc layers with ReLU in between. []
denotes concatenation.

As in our case the prototypes are linked to true action
categories from Cp,, (in contrast to unsupervised cluster-
ing necessary in self-supervised tasks), using centers of the
assigned categories in the early training epochs would be
unreliable. To alleviate this issue, we introduce an additional
warm-up phase. The key idea is to leverage self-augmentation

(15)

instead of prototype-based augmentation until certain level of
convergence is reached. At earlier stages, we therefore replace
the attended prototype representation with the embedding
E)_,. Figure 4 illustrates the difference between the self-
augmentation warm-up phase (top) and the prototype-based
augmentation (bottom). Then, we switch to the phase at
the bottom of Figure 4, while leveraging zero prototypes to
achieve decenterization for a fixed number of epochs before
using the class-agnostic prototype to do the feature-level
prototype-based augmentation. The final augmented embed-
dings E* can be obtained through E* = EMB(f) (E;,,)).
where EMB indicates the multi-layer perceptron-based em-
bedding generation layers. The final embedding from the
main branch is obtained through E = EMB(fY (Ey_;)). The
embedding Ey_; from the main branch is obtained through
Ey_1 = (%HN*I(EPM;,), where fé indicates the i-th trans-
former stage block of the main branch. After the acquisition of
the embeddings from the main branch E and the augmented
embeddings from the auxiliary branch E*, the LSC loss is
computed as Lysc = 1—cos(E,E*).

D. Deep Metric Learning Loss and Classification Loss

Triplet margin loss. To harvest more discriminative embed-
dings, a triplet margin loss is leveraged in our training pipeline.
Assuming a;, p;, and n; denote the i-th selected anchor, the
corresponding positive anchor, and the corresponding negative
anchor in the latent space, where the positive anchor shares the
same class with the selected anchor and the negative anchor
has a different class compared to the selected anchor. The
triplet margin loss is achieved through decreasing the distance
between the selected anchor and the positive anchor while
increasing the distance between the selected anchor and the
negative anchor as depicted in Eq. (16):

B
Lrp, = Y max{D(a;,n;) — D(a;,p;) + 0,0} /B,
i=1

(16)

where ¢ denotes the predefined margin and D(-) denotes the
pairwise distance. Assuming the pairwise distance between a
and n is desired, the pairwise distance can be calculated as
D(a,n) = ||a—n+¢||?, where € keeps as le® and B denotes
the batch size.

Classification loss. A cross-entropy loss is employed for the
supervision of the training to ensure the classifiable capability
of the learned embeddings in the latent space. Assuming p;
denotes the prediction of the classifier of the model and y;
denotes the label for the i-th sample inside a batch, the cross-
entropy loss can be obtained through Eq. (17):

B

Lers =) —yilog(p;) + (1 —y;)log(1—p;))/B
i=1

a7

V. EXPERIMENTS
A. Dataset Introduction

We perform comprehensive studies for the SOAR on three
challenging datasets: NTU-60 [56], NTU-120 [2] and Toyota
Smart Home [3]. We follow the SOAR protocol in NTU-120



TABLE I
EXPERIMENTS FOR SOAR WITHOUT OCCLUSION ON NTU-120 [2].

Encoder Accuracy F1 Precision  Recall
Previously Published Approaches

ANT [36] 41.0

FC' [36] 42.1

AP [36] 429

APSR [36] 453

TCN-OneShot [34] 46.3

SL-DML [22] 50.9

Skeleton-DML [21] 54.2

CNN-based Encoder Optimized by DML

SL-DML (AlexNet [59]) 40.33 39.14 4242 40.35
SL-DML (SqueezeNet [60]) 42.55 40.52 41.88 42.51
SL-DML (ResNet18 [61]) 49.19 47.54 49.80 49.23
Transformer-based Encoder Optimized with DML (Ours)

SL-DML (CaiT [42]) 47.86 47.53 50.06 47.94
SL-DML (ViT [38]) 48.45 47.40 48.59 48.52
SL-DML (Twins [40]) 49.00 48.04 49.30 49.06
SL-DML (ResT [43]) 52.58 51.86 53.99 52.61
SL-DML (Swin [41]) 53.13 52.09 53.48 53.16
SL-DML (LeViT [26]) 53.19 5222 53.85 53.29
Our Proposed and Extended Approaches (Ours)

SL-DML (LeViT) + LSC 55.94 54.29 55.80 56.04
Trans4SOAR (Small) 56.27 56.43 58.59 56.32
Trans4SOAR (Base) 57.05 55.90 57.26 57.12

and formulate the evaluation protocols of Toyota Smart Home
and NTU-60 to suit our data-scarce representation learning
task. Additionally, we propose the occluded SOAR bench-
marks for the first time building on top of these three datasets
(see Sec. III). The NTU-120/NTU-60/Toyota Smart Home
benchmarks feature 100/48/24 data-rich training categories
and 20/12/7 data-scarce test categories respectively for one
reference per unseen category. The protocols and occluded
datasets will be publicly available in our benchmark.

B. Implementation Details

For TRANS4SOAR training we set the warm-up phase
threshold N; =20 while using another 10 epochs for decenter-
ization. We train our model optimized by AdamW [62] with
Cosine Annealing Scheduler for 50 epochs and batch size of
32 using Nvidia A100 GPU with PyTorch 1.8.0 to reproduce
the best performance. We use an initial learning rate of 3.5¢~>
with the weights of the three losses, i.e., Triplet Margin Loss
(0 =0.2), Cross Entropy Loss and LSC loss as 1.0, 0.4 and
0.1. Our TRANS4SOAR (Small) has Dkey: 1, Nyeaq : [2,2,2],
Hgep : [2,4,4] and Cyjp, - [384,512,512] with 23M parameters
while TRANS4SOAR has Dgey : 32, Npewa:[6,9,12], Hgep :
[4,4,4] and Cy;y, - [384,512,768] with 43M parameters, where
Dkeys Npead» Haep and Cyjy, denote dimension of Key, number
of the attention head, number of the basic transformer attention
block inside each transformer block and the unified feature
dimension inside each transformer block respectively. Both
of our approaches have three main transformer blocks. To
ensure that there is no information leakage caused by the
data augmentation to the occlusion region, the occlusion is
generated before the data augmentation for both the realistic
occlusion scenario and the random occlusion scenario. The
protocols and the occlusion benchmarks will be released.

C. Analyses for SOAR Without Occlusion

Performance analyses regarding different components. As
in Table I, we firstly empirically evaluate the benefits brought
by the LSC loss achieved through prototype-based feature
augmentation and an additional auxiliary branch. The baseline
we chose is SL-DML [22], which has the same data prepro-
cessing technique with our approach. Specifically, we use the
SL-DML pipeline and equip the selected transformer-based
architecture, i.e., LeViT [26], with an additional auxiliary
branch for attention-based augmentations via feature-level
prototypes. The LSC loss is obtained through the calculation
of cosine similarity loss between the embedding from the
main branch and the embedding from the auxiliary branch.
The aforementioned approach with LSC loss is denoted as
SL-DML (LeViT) + LSC compared with SL-DML (LeViT),
which replaces CNN by the LeViT in the SL-DML pipeline.
Although LSC loss does not have any influence on the archi-
tecture at test-time, it performs surprisingly well for the SOAR
task without occlusion. For instance, SL-DML (LeViT) + LSC
Loss leads to accuracy gains by 2.75% (NTU-120, Table I),
3.22% (NTU-60, Table II (a)) and 2.24% (Toyota Smart Home,
Table III (a)), compared with SL-DML (LeViT), which has
overall better performance compared with SL-DML [22] and
Skeleton-DML [21] for the SOAR without occlusion. We ob-
serve the benefits of our LSC loss on NTU-120 [2], surpassing
the previous two approaches, i.e., SL-DML [22] by >5% and
Skeleton-DML [21] by 1.74% (Table I). Our ablation experi-
ments regarding the main components of LSC loss are shown
in Table IV regarding the last three experiments, showing the
importance of the warm-up stage and de-centerization stage
which bring a performance improvement by 1.5% compared
with LSC loss without both the aforementioned components.
Then, the combination of the LSC loss and the MAFM, mixing
three streams of input at patch embedding level, further con-
tributes a remarkable performance gain regarding the SOAR
without occlusion compared with the existing state-of-the-
art works [21], [21]. On the NTU-120 [2], TRANS4SOAR
(Base) surpasses Skeleton-DML [21] and SL-DML [22] by
2.85% and 6.15% for accuracy while outperforming SL-
DML (LeViT) + LSC by 1.11%, indicating an incremen-
tal performance enhancement considering the discriminative
ability of the learned embedding by using MAFM and LSC
loss. We also conduct experiments to showcase the individual
performance gain brought by LSC and MAFM in Table IV
regarding the first three experiments. Furthermore, consistent
improvements are achieved by TRANS4SOAR in the other
two datasets, e.g., NTU-60 in Table II (a) and Toyota Smart
Home [3] in Table III (a) for the SOAR without occlusion.
The NTU-60 [56] has less training categories than the NTU-
120 [2], thus, it is used to evaluate the generalizability of the
leveraged models, which means realizing the SOAR with less
a prior knowledge. In Table II (a), our TRANS4SOAR (Base)
surpasses SL-DML [22] and Skeleton-DML [21] by 19.37%
and 18.65% for accuracy, indicating that, given less a prior
knowledge, TRANS4SOAR has better capability to harvest
more discriminative representation. Furthermore, the Toyota
Smart Home [3] contains 2D skeleton data in image coordinate



TABLE 11
EXPERIMENTS ON THE NTU-60 [56] FOR SOAR CONSIDERING THE SCENARIOS (A) WITHOUT OCCLUSION, (B) WITH REALISTIC OCCLUSION (RE) AND
(C) WITH RANDOM OCCLUSION (RA).

Encoder (a) Without Occlusion (b) With RE (c) With RA

Acc. F1 Prec. Rec. Acc. F1 Prec. Rec Acc F1 Prec. Rec.
Previously Published Approaches
SL-DML [22] 5482 5431 5672 54.65 3690 3586 36.59 37.05 4528 43.13 4500 4542
Skeleton-DML [21] 5554 50.88 53.13 5124 42.66 4090 4150 42.82 6043 59.66 6137 60.54
Transformer-based Encoder Optimized by DML (Ours)
SL-DML (Swin [41]) 56.99 5624 58.67 56.99 51.71 5060 5254 51.82 64.65 6374 6657 64.77
SL-DML (LeViT [26]) 6445 6417 6635 6447 5272 5219 5490 52.86 56.73 5589 5757 56.85
Our Extended and Evaluated Approached (Ours)
SL-DML (LeViT) + LSC  67.67 67.87 68.74 67.67 5379 5276 54.18 53.88 60.78 5875 59.97  60.90
Trans4SOAR (Small) 69.74 7052 7245 69.82 56.84 5584 5827 5698 6790 6732 6894 68.01
Trans4SOAR (Base) 7419 7434 7591 74.20 59.28 5896 5991 5940 7259 7182 7389 72.66

TABLE III

EXPERIMENTS ON THE TOYOTA SMART HOME [3] FOR SOAR (A) WITHOUT OCCLUSION, (B) WITH REALISTIC OCCLUSION (RE) AND (C) WITH
RANDOM OCCLUSION (RA).

Encoder (a) Without Occlusion (b) With RE (c) With RA
Acc. F1 Prec. Rec. Acc. F1 Prec. Rec. Acc. F1. Prec. Rec.
Previously Published Approaches
SL-DML [22] 5898 2715 27.64  35.00 3893 2516 3293 2848 5379 2628 2724 29.67
Skeleton-DML [21] 4731 1845 1858 23.80 47.67 2486 2793 2735 4891  21.60 2500 21.75
Transformer-based Encoder Optimized by DML (Ours)
SL-DML (Swin [22]) 5876 2883 29.17 3234 3543 1848 2324 23.80 6550 2920 3078  29.69
SL-DML (LeViT [26]) 6222 3198 37.56 35.16 3848 2258 27.66 24.62 6196 2642 2852 29.20
Our Extended and Evaluated Approached (Ours)
SL-DML (LeViT) + LSC ~ 64.46 3191 3407 3358 41.82 2434 29.02 2667 63.77 2772 29.09  29.90
Trans4SOAR (Small) 66.87 28.08 3147 34.63 5512 2690 29.41  30.69 68.47 2886 29.56 32.25
Trans4SOAR (Base) 7022 3396 37.81 3533 60.15 2550 3312 3186 6891 2927 3415 3145
TABLE IV TABLE VI
ABLATION STUDY OF LSC AND MAFM USED IN THE TRANS4SOAR ON EXPERIMENTS FOR SOAR WITHOUT OCCLUSION ON NTU-120 [2]
NTU-60 [56] WITHOUT OCCLUSION. UNDER GAUSSIAN NOISE DISRUPTION.
With LSC  Self-aug. wp  De-centerization ~MAFM  Accuracy F1 Precision  Recall Gaussian Noise c=0.1,u=0 c=005u=0
6445 6417 6635 6447 Encoder Acc. F1 Prec. Rec. Acc. F1 Prec. Rec
v v v . gzg; gzg; ggjé gzgz SL-DML [22] 2142 1183 850 2171 2176 1223 870  21.86
- : - 03 SL-DML (LeViT) 2231 1232 879 2240 2197 1282 9.69 2207
v . v e i na s SL-DML (LeViT) + LSC 5254 5116 5161 5265 5191 5008 5167 5201
v v v v 74.19 7434 7591 74.20 Trans4SOAR 53.09 51.89 53.05 53.15 5474 5465 5633 54.83
TABLE V TABLE VII
A COMPARISON TO OTHER ENCODER ARCHITECTURES. EXPERIMENTS REGARDING REALISTIC SYNTHESIZED OCCLUSION (A)
AND RANDOM OCCLUSION (B) FOR SOAR ON NTU-120 [2].
Methods Accuracy F1 Recall  Precision
SL-DML (CTR-GCN[5])  43.92 4138 4521  43.89 Encoder (a) With RE (b) With RA
SL-DML (STTR[10]) 39.56 3945 4192 3958 Acc. F1 Prec. Rec. Ace. F1 Prec. Rec.
SL-DML (LeViT) + LSC ~ 55.94 5429 5580  56.04 SL-DML [22] 39.82  37.85 3932 39.86 4253 4224 4479  42.56
Trans4SOAR (Small) 56.27 5643 5859 5632 Skeleton-DML [21] 4921 4682 4810 49.18 3515 3259 3429 3522
Trans4SOAR (Base) 57.05 5590 5726  57.12 SL-DML (LeViT [26]) 4422 4229 4420 4431 3500 3324 4145 3510
SL-DML (Swin [41]) 4719 4564 4678 4729 4719 4564 4678 4729
fUer SL-DML (LeViT) + LSC 4828 46.03 47.58 4831 38.04 3593 37.87 3811
format, dehverlng a valuable data format to explore the SOAR Trans4SOAR (Small) 51.64 5047 5236 5170 5327 5133  53.80 53.35
task' In Table T11 (a)! our TRANS4SOAR (Base) undoubtedly Trans4SOAR (Base) 5235 4879 52.87 5243 53.17 52.89 5450 5321
shows the best performance over all the previous approaches . .
23M parameters which pursues both light model structure

with large margin. Observing the other three metrics, i.e.,
Fl-score, precision and recall, since the first two datasets
have balanced distributed samples for different categories,
theses three terms do not have large difference compared
with the accuracy. However, since the action categories on
the Toyota Smart Home [3] is not equal distributed, these
three terms are able to showcase whether the true prediction is
balanced distributed in the test set or not. Our TRANS4SOAR
surpasses all the approaches in terms of all metrics on the
investigated datasets. In order to ablate the effect of different
model scales, we construct TRANS4SOAR (Small) with only

and high accuracy, and achieves second best performance,
showcasing that the LSC loss and MAFM are helpful for
learning discriminative features via different model variants.
We also conduct experiments in Table V to compare with
graph convolutional approach [5] and skeleton transformer
approach [10], however the performance of these two encoder
architectures for the SOAR task even without occlusion is
not satisfied compared with TRANS4SOAR and SL-DML
(LeViT).

Tolerance to noisy inputs. The quality of the skeleton data



TABLE VIII
EXPERIMENTS WITH DIFFERENT REALISTIC SYNTHESIZED OCCLUSION
RATIO ON THE NTU-60 [56] FOR THE SOAR.

Model RE_Range Accuracy F1 Precision  Recall
SL-DML [22] 36.90 3586  36.59 37.05
Skeleton-DML [21] 35.15 32,59 3429 35.22
SL-DML (LeViT [26]) 0.05-02 5272 5219 54.90 52.86
SL-DML (LeViT) + LSC R 53.79 5276 54.18 53.88
Trans4SOAR (Small) 56.84 55.84  58.27 56.98
Trans4SOAR (Base) 59.28 58.96 59.91 59.40
SL-DML [22] 39.26 3871  39.59 39.43
Skeleton-DML  [21] 38.52 3874 3923 38.64
SL-DML (LeViT [26]) 0.05-0.35 53.17 5252 54.16 53.34
SL-DML (LeViT) + LSC : . 53.58 5275  54.07 53.77
Trans4SOAR (Small) 61.69 61.60  64.01 61.81
Trans4SOAR (Base) 58.27 56.63  58.81 58.40
SL-DML [22] 34.89 3263 3185 35.07
Skeleton-DML [21] 42.83 4233 4246 42.93
SL-DML (LeViT [26]) 0.05-0.5 54.84 54.07  57.06 54.99
SL-DML (LeViT) + LSC ’ § 55.07 55.01  57.56 55.21
Trans4SOAR (Small) 59.59 59.21  59.49 59.70
Trans4SOAR (Base) 57.52 57.21 59.61 57.64
TABLE IX

EXPERIMENTS FOR DIFFERENT FUSION TECHNIQUES ON NTU60 [56]
UNDER DIFFERENT OCCLUSION SCENARIOS.

Fusion Method OCC  Accuracy F1 Precision  Recall
Single (Joints) RE 53.79 5276  54.18 53.88
Single (Bones) RE 54.22 53.73  54.86 54.33
Single (Velocities) RE 56.93 56.10  57.97 57.03
Addition RE 56.37 54.48  55.68 56.51
Multiplication RE 53.35 5191  53.69 53.50
Concatenation RE 58.61 5721 57.63 58.73
Late Fusion RE 56.93 56.10 57.97 57.03
MAFM RE 59.28 5896  59.91 59.40
Single (Joints) RA 60.78 5875 59.97 60.90
Single (Bones) RA 55.15 53.56  56.63 54.16
Single (Velocities) ~RA 33.15 30.54  29.67 33.82
Addition RA 65.09 65.03  66.36 65.18
Multiplication RA 67.54 67.51  68.65 67.63
Concatenation RA 68.05 68.54  70.90 68.13
Late Fusion RA 71.16 7158  73.16 7122
MAFM RA 72.59 7182  73.89 72.66
Single (Joints) N 67.67 67.87  68.74 67.67
Single (Bones) N 61.45 61.44  63.50 61.57
Single (Velocities) N 49.74 50.08  51.31 49.89
Addition N 67.05 66.88  68.09 67.12
Multiplication N 64.63 65.05  66.34 64.75
Concatenation N 67.75 67.79  69.56 67.86
Late Fusion N 57.15 5652 57.57 57.26
MAFM N 74.19 74.34 7591 74.20

is influenced by a variety of factors, such as sensor noise or
occlusions. First, a larger gap between the TRANS4SOAR and
standard DML trained on the Toyota Smart Home [3] (which is
noisier than the more controlled NTU-datasets) hints towards
its advantages specifically for imperfect input. To validate if
this is the case, we evaluate the model for inputs corrupted
by different magnitudes of Gaussian noise and discover a
remarkable tolerance of TRANS4SOAR (in Table VI). While
the prediction quality diminishes for basic DML-based models,
the utilizing of LSC loss on the SL-DML (LeViT) is more
robust when confronted with unreliable data, which showcases
the superiority of the proposed LSC loss against Gaussian
noise input.

In particular, the performance for the SL-DML (LeViT) with
the LSC loss falls from 55.94% on clean data to 51.91% for
Gaussian noise with 0=0.05, while this decline is much higher
(53.19% — 21.97%) for the SL-DML (LeViT). We attribute
this to the extensive learned augmentations at the feature-
level taking place in the auxiliary branch while formulating
the LSC loss. The LSC loss encourages the model to output
similar results if the embedding has been altered, which suits
naturally to the use-case of noise disturbances. Furthermore,
TRANS4SOAR (Base) surpasses all the other investigated

TABLE X
EXPERIMENTS REGARDING DIFFERENT RANDOM OCCLUSION RATIO ON
THE NTU-60 [56] FOR THE SOAR.

Model RA_ratio Accuracy F1 Precision  Recall
SL-MDL [22] 45.28 4313 45.00 45.42
Skeleton-DML [21] 60.43 59.66  61.37 60.54
SL-DML (LeViT [26]) 0.1 56.73 55890 5775 56.85
SL-DML (LeViT) + LSC . 60.78 58.75  59.97 60.90
Trans4SOAR (Small) 69.74 70.52  72.45 69.82
Trans4SOAR (Base) 72.59 71.82 73.89 72.66
SL-DML [22] 46.39 42.82  46.69 46.54
Skeleton-DML [21] 58.93 56.07 5845 59.05
SL-DML (LeViT [26]) 03 46.32 43.78  43.94 46.40
SL-DML (LeViT) + LSC . 47.82 45.02 4841 4791
Trans4SOAR (Small) 66.57 66.26  67.94 66.65
Trans4SOAR (Base) 72.39 72.81 74.68 72.43
SL-DML [22] 43.44 38.46  41.30 43.57
Skeleton-DML [21] 44.69 41.89 4574 44.79
SL-DML (LeViT [26]) 05 35.77 32.56  36.22 35.94
SL-DML (LeViT) + LSC : 40.53 37.38 3833 40.59
Trans4SOAR (Small) 52.92 50.78  55.13 53.02
Trans4SOAR (Base) 54.82 55.01 58.01 54.93
TABLE XI
EXPERIMENTS FOR REFERENCE W/ OR W/O OCCLUSIONS ON
NTU-60 [56].
Model OCC OCCval Accuracy F1 Precision  Recall
SL-MDL [22] 48.74 4646 4745 48.88
Skeleton-DML [21] 49.30 48.57  49.62 49.45
SL-DML (LeViT [26]) RA T 53.47 5235 5494 53.63
SL-DML (LeViT) + LSC 53.57 53.73  56.55 53.72
Trans4SOAR (Small) 72.16 7242  73.67 72.23
Trans4SOAR (Base) 71.59 7222 7395 71.67
SL-DML [22] 4528 43.13  45.00 45.42
Skeleton-DML [21] 60.43 59.66  61.37 60.54
SL-DML (LeViT [26]) RA F 56.73 55.89  57.57 56.85
SL-DML (LeViT) + LSC 60.78 58.75  59.97 60.90
Trans4SOAR (Small) 67.90 67.32  68.94 68.01
Trans4SOAR (Base) 72.59 71.82  73.89 72.66
SL-DML [22] 36.90 3586  36.59 37.05
Skeleton-DML [21] 42.66 40.90  41.50 42.82
SL-DML (LeViT [26]) RE T 52.72 52.19 5490 52.86
SL-DML (LeViT) + LSC 53.79 5276  54.18 53.88
Trans4SOAR (Small) 56.84 55.84 5827 56.98
Trans4SOAR (Base) 59.28 5896 59.91 59.40
SL-DML [22] 39.51 39.64  40.82 39.64
Skeleton-DML [21] RE F 44.29 43.10  44.26 44.46
SL-DML (LeViT [26]) 55.12 5522 5751 55.26
SL-DML (LeViT) + LSC 55.07 55.01 57.56 55.21
Trans4SOAR (Small) 54.37 5297 55.08 54.38
Trans4SOAR (Base) 58.48 57.10 57.75 58.61

approaches with no doubt by 54.74% and 53.09% in terms
of accuracy for the Gaussian noise conditioned by c=0.05
and 0=0.1 respectively.

D. Analyses for REalistic Synthesized Occlusion (RE)

We conduct experiments regarding RE for NTU-120 [2],
NTU-60 [56] and Toyota Smart Home [3] in Table VII (a),
Table II (b), and Table III (b) with SNR range 0.05 — 0.2 and
with occlusion on the reference set. First, the performance of
all investigated approaches for the SOAR with RE benchmark
is degraded compared to the SOAR without occlusion bench-
mark, indicating that the proposed RE is very challenging
for discriminative representation learning. In Table VII (a),
our TRANS4SOAR (Base) shows the best performance by
52.35%, 48.79%, 52.87% and 52.43% for accuracy, F1-score,
precision and recall, indicating that the performance is equally
distributed among the investigated classes on the NTU-120 [2].
The TRANS4SOAR (Small) achieves second best performance
among all the metrics on NTU-120 with RE by 51.64% for
accuracy. Note, that the SL-DML (LeViT) demonstrates worse
performances on all the conducted datasets with RE for SOAR.
On NTU-120 [2] with RE, the SL-DML (LeViT) approach
only has an accuracy of 44.22% which is lower than the
Skeleton-DML [21] with an accuracy of 49.21%. However,



TABLE XII
EXPERIMENTS FOR RANDOM TEMPORAL AND SPATIAL OCCLUSION.

(a) Random temporal lusi (b) spatial
Acc. F1. Prec.  Rec. Acc. F1. Prec.  Rec.

Model

Experiments on NTU-120 with random temporal occlusion.

SL-DML [22] 38.15  34.87 3851 38.11 38.15

3526 3676 38.13

Skeleton-DML [21] 27.20 2443 2675 27.12 2793 2591 2824 2793
Trans4SOAR (Small)  51.60  50.73  52.65 50.99 4699 4624 4971  47.07
Trans4SOAR (Base) 54.11 5293 5385 54.21 4943  49.08 5135 4948

Experiments on NTU-60 with random temporal occlusion.

SL-DML [22] 58.68 5846 6020 5872 5248 50.59 54.06 52.65
Skeleton-DML [21] 51.81 5050 53.06 5195 4638 43.68 4594 4654
Trans4SOAR (Small) 7145 7132 7294 7151 68.94 69.61 71.84 69.01
Trans4SOAR (Base) ~ 75.01 74.75 7576 7506 69.08 69.18 71.19 69.14
Experiments on Toyota Smart Home with random temporal occlusion.

SL-DML [22] 5336 2297 2817 2458 60.36  20.10 2452 20.89
Skeleton-DML [21] 53.65 2390 31.54 2533 4195 2636 32.83 2797
Trans4SOAR (Small)  63.66 29.90 3176 3406 66.76 31.76 33.14  35.66
Trans4SOAR (Base) 6848 31.11 33.81 33.80 6449 3243 3580 34.29

compared with SL-DML (LeViT), SL-DML (LeViT) + LSC
loss still has a better accuracy of 48.28%, indicating that
LeViT architecture is not good at dealing with RE, while LSC
loss can alleviate the negative influence. After the using of
the MAFM to form our TRANS4SOAR (Base), a superior
performance of 52.35% in accuracy shows up, indicating that
the disruption issue caused by RE can be well addressed
through the triplet stream encoding and MAFM. These ex-
perimental results illustrate the importance of the proposed
MAFM on dealing with the disruption brought by the RE
through aggregating three different skeleton encoding formats,
which contains potential de-occlusion cues, and also show
the superiority of our reformulated TRANS4SOAR regarding
the robustness against the occlusion disruption from the real
life compared with the LeViT, on which we build up our
TRANS4SOAR based. Similar comparison and analyses could
be found on the other two datasets, i.e., NTU-60 [56] in
Table II (b) and Toyota Smart Home [3] in Table III (b), where
the TRANS4SOAR (Base) surpasses Skeleton-DML [21] and
SL-DML [22] by 16.62% and 22.38% on NTU-60 [56],
and 12.48% and 21.22% on Toyota Smart Home [3], while
TRANS4SOAR (Small) also shows competitive performances.
We also conduct experiments by using different Sigal-to-
Noise Ratio (SNR) range for the SOAR with RE as depicted
in Table VIII, TRANS4SOAR shows promising and stable
performance > 56% in terms of accuracy considering both
TRANS4SOAR (Base) and TRANS4SOAR (Small) for three
SNR ranges, i.e., 0.05—-0.2, 0.05—0.35 and 0.05—0.5 on
NTU-60 [56].

E. Analyses Regarding Random Occlusion (RA)

Random occlusion, considered as a combination between
random temporal and spatial occlusions, is leveraged as the
second main occlusion in our work on NTU-120 [2], NTU-
60 [56] and Toyota Smart Home [3], depicted in Table VII
(b), Table II (c¢) and Table III (c), with SNR = 0.1 and
without occlusion on reference set respectively. The proposed
TRANS4SOAR (Base) keeps surpassing all the existing ap-
proaches by large margins, e.g., SL-DML [22] and Skeleton-
DML [21] by 10.64% and 18.02% on NTU-120 [2]. The
performance of Skeleton-DML [21] under RA is worse than
that of SL-DML [22], while the case is reversed on RE, which
means most of the existing approaches can not be robust

against different occlusions. However, TRANS4SOAR over-
comes this issue and demonstrates promising performances
over different occlusions, especially for RE, which is an
important ability for learning discriminative representation.
The proposed MAFM is also proved to have strong capa-
bility while dealing with different occlusions, which is well
addressed through taking the three stream of skeleton patch
embedding as input. MAFM is further illustrated as the best
fusion architecture among all the investigated fusion methods
regarding the two main occlusions in Table X which will be
introduced later. Considering the three streams encoding, first,
since bone and velocity use temporal and spatial difference
respectively, more cues regarding the neighbourhood of the
occluded region could be encoded in different perspectives.
Furthermore, while tackling with RA on the NTU-60 [56]
and Toyota Smart Home [3], TRANS4SOAR (Base) and
TRANS4SOAR (Small) also demonstrate promising state-of-
the-art performance across all the leveraged metrics, which
reflects the strengths of the proposed models in multiple point
of views. Similar ablations regarding the SNR ratio, i.e., 0.1,
0.2 and 0.3, of the RA, are done in Table X, where the
performances of TRANS4DARC (Base) and TRANS4DARC
(Small) surpass all the leveraged approaches. The experiments
are done with occlusion on reference set. Especially for SNR =
0.1 and SNR = 0.3, TRANS4DARC (Base) achieves 72.59%
and 72.39% for accuracy while the Skeleton-DML [21] only
achieves 60.43% and 58.93%. Due to the large disruption by
using SNR = 0.5 with RA, the performance of TRANS4SOAR
(Base) only achieves 54.82% accuracy while still outperform-
ing the state-of-the-art approach by 10.13%.

E Analyses for Occlusion Disruption on Reference Samples

Experiments are conducted in Table XI to investigate differ-
ent occlusions on the NTU-60 [56] reference set with the oc-
clusion state denotes by OCCVal, where T and F indicate with
occlusion and without occlusion. We set SNR = 0.1 for RA and
SNR range 0.05 — 0.2 for RE, which is comparable regarding
averaged SNR. SL-DML [22] and Skeleton-DML [21] have
absolute performance fluctuation for accuracy by 3.46% and
11.13% for RA, and 2.61% and 1.63% for RE. What we
desire is that the model should have small absolute fluctuation
regarding different OCCVal setting. The experimental results
of TRANS4SOAR suit this desire with absolute fluctuation
1.00% for RA and 0.80% for RE, illustrating the strong ability
against the occlusion on the reference set. Considering RA and
RE with OCCVal = F, both the performances of SL-DML [22]
and Skeleton-DML [21] are worse with RE than that with RA,
indicating that RE is more challenging.

G. Analyses for Ablation of Fusion Mechanisms

To demonstrate the efficiency of MAFM, we conduct
comparison experiments among several fusion approaches in
Table IX, where we set SNR = 0.1 for RA and SNR range
0.05 — 0.2 for RE. The mostly leveraged fusion technique
is late fusion which conducts fusion at the decision level.
However the design of late fusion triplicates the model size as
113M while the others are at 40M level . Here, we consider
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Fig. 5. An overview of the qualitative experimental results on NTU-60 [56] with RE for SOAR, where GT indicates the groundtruth and Trans4SOAR
indicates the prediction of TRANS4SOAR-Base. The true prediction is marked as green, while the false prediction is marked as red.
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Fig. 6. Failure case examples for SOAR with RE on NTU-60 [56].

to propose a efficient fusion mechanism at patch embedding
level which takes both the model performance and size into
consideration. The baselines for patch embedding level fusion
includes the addition, multiplication and concatenation, which
are directly executed after the acquisition of the patch em-
beddings for the three streams. Another method we compared
with is late fusion, which conducts addition after obtaining
the final embeddings of the three streams and has a three
times larger model size. The experimental results indicate that
MAFM has great performance compared with all the leveraged
patch-embedding level fusiom baselines and the competitive
late fusion on the NTU-60 [56] under different occlusions,
e.g., No occlusion (N), REalistic synthesized occlusion (RE)
and RAndom occlusion (RA). Specifically, TRANS4SOAR
with MAFM surpasses the late fusion by 2.35%, 1.43%, and
17.04% on the RE, RA, and N respectively, while having a
smaller model size for both inference and training. Simultane-
ously. TRANS4SOAR with MAFM surpasses the investigated
approach with the best performance among the basic patch
embedding level fusion approach by 0.67%, 4.54% and 6.44%
for RE, RA and N.

© ()

Fig. 7. TSNE visualizations for (a) Skeleton-DML under RA, (b)
TRANS4SOAR-Base under RA, (c¢) Skeleton-DML under RE and (d)
TRANS4SOAR-Base under RE on NTU-60 [56].

H. Analyses for Random Temporal and Spatial Occlusions

In order to show the performance of all the leveraged models
with the two existing occlusions in the related work, i.e.,
random temporal and spatial occlusion, which might also be
interesting to the community regarding the specific occlusion
considering temporal and spatial components individually, we
conducted experiments on three datasets while using the most
effective approaches investigated in our work, as described
in Table XII (a) and Table XII (b), where we choose the
occluded frame number as 10 and the occluded joints number
as 5 respectively. Compared with RE, these two leveraged
occlusions which is specific controlled through predefined



TABLE XIII
THE COMPARISON IN TERMS OF ACCURACY, THE NUMBER OF
PARAMETERS (#PARAMS), AND GFLOPS ON NTU-120 WITHOUT
OCCLUSION [2]

Encoder Accuracy #Params GFLOPS
Previously Published Approaches

ANT [36] 41.0

FC' [36] 42.1

AP' [36] 429

APSR [36] 453 - -
TCN-OneShot [34] 46.3 3.5M 8.5
SL-DML [22] 50.9 11.2M 23.8
Skeleton-DML [21] 54.2 11.2M 23.8
CNN-based Encoder Optimized by DML

SL-DML (AlexNet [59]) 40.33 57.1M 9.2
SL-DML (SqueezeNet [60]) 42.55 0.7M 9.7
SL-DML (ResNet18 [61]) 49.19 11.2M 23.8
GCN-based Encoder Optimized with DML (Ours)

SL-DML (CTR-GCN [5]) 43.92 1.6M 9.2
SL-DML (STTR [10]) 39.56 7.0M 37.4

Transformer-based Encoder Optimized with DML (Ours)

SL-DML (CaiT [42]) 47.86 120.8M 53.9
SL-DML (ViT [38]) 48.45 53.6M 27.1
SL-DML (Twins [40]) 49.00 252M 75.1
SL-DML (ResT [43]) 52.58 57.8M 61.3
SL-DML (Swin [41]) 53.13 87.3M 293
SL-DML (LeViT [26]) 53.19 38.9M 30.4

Our Proposed and Extended Approaches (Ours)

SL-DML (LeViT) + LSC 55.94 38.9M 304
Trans4SOAR (Small) 56.27 23.1M 34.1
Trans4SOAR (Base) 57.05 43.8M 479

occluded frame and joint numbers are easier to be addressed
as their randomness is not satisfied. But the important thing is
that our proposed TRANS4SOAR (Base) and TRANS4SOAR
(Small) still surpass all existing works by large margins on
all datasets with these two occlusions which further illustrates
the efficiency of our model against different occlusions, even
the occlusion is specifically controlled by predefined concepts,
e.g., the occluded frame number.

1. Analysis for Qualitative and TSNE Experimental Results

Qualitative analysis. The qualitative results are given in
Figure 5 for SOAR with RE on the NTU-60 [56], where the
occluded body joints are marked as red dots. TRANS4SOAR
has overall great performance while comparing with Skeleton-
DML [21] with true prediction 3 : 2 among the selected 4
samples. The occlusion of the joints which is dominant to
the action has a large influence on the model, e.g., arm
and hand joints for TakeOffGlasses action, where Skeleton-
DML [21] gives a false prediction while TRANS4SOAR
pursues a true prediction. However, due to the high similarity
between several actions, e.g., WipeFace and DrinkingWater,
TRANS4SOAR still has false prediction but the predicted
DrinkingWater action is more similar with WipeFace compared
with TearUpPaper predicted by Skeleton-DML [21], showing
that there is still research space for the future research. We
further present failure cases in Figure 6 to investigate the cause
of the false prediction of our model for SOAR under RE.
Since SOAR is only able to harvest informative classification
cues from the information of the given fixed number of
the human body joints, occlusion, which is assigned to the
most dominant joint region during a specific movement type,
causes large information decrease during the feature extraction

procedure resulting in false prediction for SOAR. Considering
the first sample in Figure 6, the hand region is occluded when
the person is picking something up, however the hand and
arm region is the dominant region for the action throw. The
information decrease on the dominant region makes our model
predict pointing at something, which is a false prediction.
Considering the second sample, most of the leg region are
occluded by the projected object while the leg region is the
dominant region during falling. The missing information also
causes a negative effect on our model for the SOAR task.

TSNE analysis. In Figure 7, a TSNE [63] comparison among
(a) Skeleton-DML under RA, (b) TRANS4SOAR-Base under
RA, (c) Skeleton-DML under RE, and (d) TRANS4SOAR-
Base under RE is shown to deliver a better understanding
regarding the learned features on the latent space. First, com-
pared with (a) and (c), (b) and (d) harvest clearer boundaries
for more classes in the SOAR task, which showcases that
TRANS4SOAR has the capability to obtain embeddings with
more discriminative cues. Then, if we look at the same ap-
proach under different occlusions, smaller changes are shown
for TRANS4SOAR-Base, as demonstrated in (b) and (d) while
the the shape and structure of the latent space embeddings
extracted from Skeleton-DML has larger changes as shown in
(a) and (c). Overall, our TRANS4SOAR approach shows better
robustness against the different occlusions from the perspective
of the change of the learned features on the latent space.

J. Analyses for the Model Efficiency.

To have a detailed look at the efficiency of different
approaches, the accuracy for SOAR on no-occluded NTU-
120, the number of the parameters, and the GFLOPS during
inference are listed in Table XIII. The number of parameters
and GFLOPS for the first four approaches under Previously
Published Approaches are not available. Compared with the
visual transformer-based approaches, CNN-based approaches
and GCN-based approaches preserve a smaller number of
parameters and the GFLOPS while mostly delivering an
unsatisfied performance for the SAOR task. The high per-
formance of the visual transformer-based approaches are not
exactly due to using larger models, since SL-DML (CaiT)
has the largest number of the parameter and SL-DML (ResT)
has the largest GFLOPS, but they do not achieve better
performances compared with SL-DML (LeViT), which has
53.19% in accuracy, 38.9M parameters, and 30.4 GFLOPS.
TRANS4SOAR has a competitive amount of parameters and
GFLOPS compared with other visual transformer approaches
while delivering the best performance for the SOAR task.
Especially, TRANS4SOAR (Small) shows 56.27% in accuracy
with only 23.1M parameters and 34.1 GFLOPS. Since our
model is a multi-modality model, a reasonable increment
in terms of the number of parameters and the GFLOPS is
expected. TRANS4SOAR (Base) achieves a > 70M parameter
decrease compared with the late fusion approach while har-
vesting a better performance for SOAR, which demonstrates
the superiority of TRANS4SOAR from the perspective of
multi-modality fusion.



VI. CONCLUSION

In this work, we look into the problem of data-scarce
recognition of daily activities through the lens of one-shot
recognition, while considering diverse occlusions. First, we
propose realistic synthesized and random occlusion to better
address the occlusion problem. Then, a novel architecture
TRANS4SOAR is put forward to provide discriminative rep-
resentations for skeleton input and enhance the robustness
against different scenarios. We design a Mixed Attention
Fusion Mechanism (MAFM), featuring a three-stream of skele-
ton encoding inputs to realize efficient fusion on the patch-
embedding level. Inspired by recent success of augmentation-
based methods in semi-supervised learning, we further in-
troduce the latent space consistency loss, which leverages
an additional auxiliary branch encouraging the embedder to
produce similar results despite extensive augmentations at the
feature level. TRANS4SOAR sets the new state of the art on
both normal and occluded SOAR benchmarks established on
three datasets. In the future, occluded one-shot recognition
based on video data is still attractive to be researched.
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