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Abstract

Social media increasingly fuel extremism, es-
pecially right-wing extremism, and enable the
rapid spread of antidemocratic narratives. Al-
though AI and data science are often lever-
aged to manipulate political opinion, there is
a critical need for tools that support effective
monitoring without infringing on freedom of
expression. We present KI4DEMOKRATIE,
an AI-based platform that assists journalists,
researchers, and policymakers in monitoring
right-wing discourse that may undermine demo-
cratic values. KI4DEMOKRATIE applies ma-
chine learning models to a large-scale German
online data gathered on a daily basis, provid-
ing a comprehensive view of trends in the Ger-
man digital sphere. Early analysis reveals both
the complexity of tracking organized extrem-
ist behavior and the promise of our integrated
approach, especially during key events.

1 Introduction

Democracy is currently under threat globally and
especially across several European nations due to a
significant rise in extremist ideologies, particularly
from right-wing factions. These groups have used
the principle of freedom of speech as a means to
spread polarized and often extremist narratives in
social networks and beyond, leading to increased
societal divisions (Aktas, 2024; Veera Singam and
Pantucci, 2024). The presence of right-wing politi-
cal actors and their influence in digital spaces such
as social media is undeniable, amplifying their ide-
ologies (Serrano et al., 2019). This phenomenon is
further complicated by the strategic use of artificial
intelligence and data science to manipulate pub-
lic opinion and undermine democratic processes
(Heawood, 2018; Khanal et al., 2025; Riedl, 2024).

In response to these challenges, we propose the
KI4DEMOKRATIE project, a pioneering initiative
aimed at leveraging artificial intelligence to coun-
teract the influence of antidemocratic forces. This

project focuses on developing a comprehensive
dashboard that helps journalists, politicians, policy
makers, and researchers analyze data from social
media platforms and online news outlets. The ulti-
mate goal is to preserve democracy and to create
safer social media and news portals, fostering the
coexistence of diverse viewpoints and mitigating
community fragmentation.

The KI4DEMOKRATIE dashboard is composed
of three core components: 1) Sentiment and Hate
Speech Analysis Module: This component em-
ploys advanced AI models to automatically ana-
lyze sentiment and hate speech from various data
sources. It provides information on the distribution
of emotional and hostile content, highlighting pre-
vailing trends in societal polarization (Solovev and
Pröllochs, 2022; Yimam et al., 2024). 2) Network
Analysis Module: This feature elucidates poten-
tial connections between political entities through
sophisticated network graphs, providing insight
into structural relationships within political ecosys-
tems and the dissemination pathways of ideologies
(Leifeld, 2016; Chua, 2024). 3) Topic Extraction
and Visualization Module: This component focuses
on identifying and visualizing key topics from the
collected data, enabling users to derive meaningful
insights and enhance their understanding of evolv-
ing political narratives (Xu and Xiong, 2020).

The research framework underpinning this
project is guided by several key questions: RQ1:
What are the predominant themes and narratives
disseminated by extremist groups on social me-
dia? RQ2: How effective are AI-driven method-
ologies in identifying and countering extremist nar-
ratives and misinformation? RQ3: In what ways
can KI4DEMOKRATIE contribute to the devel-
opment of safer online spaces and the promotion
of integrated communities? Our contributions are
multifold: First, we introduce a novel analytical
tool, the KI4DEMOKRATIE dashboard, which in-
tegrates sentiment analysis, network mapping, and
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Figure 1: Complete pipeline of the KI4DEMOKRATIE
project.

topic modeling to provide a holistic view of polit-
ical discourse. Second, we demonstrate the appli-
cation of artificial intelligence in monitoring and
countering extremism, thereby offering a blueprint
for future initiatives in media oversight and demo-
cratic safeguarding. Third, we provide empirical
insights into online extremist rhetoric dynamics,
contributing to academic knowledge and practical
policy-making efforts. These contributions have
several implications: They offer a scalable model
for monitoring political discourse across various
digital platforms, assist stakeholders in developing
informed strategies to counteract polarization, and
ultimately, serve as a foundation for fostering more
constructive and cohesive public dialogue.

2 Related Work

The rapid digital spread of antidemocratic ideolo-
gies and the organized mobilization of right-wing
groups present an escalating challenge for demo-
cratic institutions globally. Foundational studies
have systematically delineated the mechanisms
of digital populism (Bartlett et al., 2011; Mudde,
2019), while research demonstrates how alternative
platforms and digital media ecosystems shape and
aid radical right agendas (Conway et al., 2019).
Advances in automated hate speech and senti-
ment detection have improved coverage for diverse
languages, including significant contributions to
model development and resource creation (Schmidt
and Wiegand, 2017; Vidgen et al., 2019; Wiegand
et al., 2018a), with benchmark datasets such as Ger-
mEval supporting evaluation in the German context
(Wiegand et al., 2018b).

Extremist activity is increasingly fragmented
across platforms, requiring robust and multifaceted
network analysis. Methodologies for tracing ac-

tor relationships and information flows are detailed
in prior work (Morstatter et al., 2013; Zannettou
et al., 2017; Ribeiro et al., 2020), yet truly inte-
grative tools that capture influence across multiple
platforms are still rare. Similarly, topic modeling,
from LDA (Blei et al., 2003) to BERTopic (Groo-
tendorst, 2022), as discussed in applied communi-
cation contexts (Jacobi et al., 2016), enables the
extraction of latent themes, but dynamic narrative
tracking and combined approaches with network
or sentiment analytics remain exceptions. Efforts
to counter disinformation, such as AI-supported
fact-checking (Nakov et al., 2021) and analyses of
computational propaganda (Howard and Kollanyi,
2016), have often been limited by a lack of inte-
grated, practitioner-friendly interfaces.

Addressing these gaps, our KI4DEMOKRATIE
initiative pioneers an integrated solution that com-
bines sentiment analysis, hate speech detection,
dynamic topic modeling, and advanced network
analysis in an interactive dashboard. This holis-
tic, cross-methodological approach delivers ur-
gently needed scalable tools for researchers, jour-
nalists, and policymakers working to protect and
strengthen democratic discourse in the digital age.

3 Approaches

The data is obtained daily from varied sources,
based on a distilled set of 500 keywords from
human experts. The obtained posts go through
text classification for sentiment, hate speech, claim
identification, and fact checking. In addition to
this, a topic modeling analysis is performed and a
network graph is created. These steps are detailed
in the following sections.

3.1 Analysis Dashboard

The analytical dashboard offers an interactive vi-
sualization of sentiment and hate speech trends de-
rived from online content. Developed using Dash
and Plotly, the dashboard would integrate the out-
puts of two types of text classification, sentiment
analysis, and hate speech, using small language
models (SLMs). For sentiment analysis, the sys-
tem uses the TimeLM model (Loureiro et al., 2022),
which computes compound sentiment scores for
each entry, classified as positive, negative, or neu-
tral. For the hate speech classification, we em-
ploy the SLM model, LFTW R4 Target (Vidgen
et al., 2021), fine-tuned on hate speech data. Each
text input is tokenized and passed through the
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model, which outputs logits. These logits are con-
verted into binary labels using argmax, identifying
whether a text contains hate or normal speech. The
sentiment and hate speech models used are state-
of-the-art and best-performing in English, and we
apply translation to German to utilize them. The
dashboard empowers users to analyze extremist lan-
guage and online narratives by offering dynamic
visualizations of sentiment and hate speech trends
over time and across platforms, enabling targeted
exploration of discourse patterns, shifts, and spikes
related to political events or media campaigns.

3.2 Topic Modeling

In order to uncover predominant themes and nar-
ratives by online news and right-wing groups on
social media, we employ topic modeling to iden-
tify underlying semantic structures. The topic
extraction and visualization component utilizes
BERTopic (Grootendorst, 2022), a robust topic
modeling technique that relies on transformer-
based embeddings to uncover latent themes in large
corpora of text and produces interpretable topics
by applying class-based TF-IDF. For the genera-
tion of document representations, the pre-trained
sentence-transformer, Sentence-BERT (Reimers
and Gurevych, 2019), is applied. The subsequent
dimensionality reduction step in BERTopic was
performed using UMAP (McInnes et al., 2018),
followed by HDBSCAN (McInnes et al., 2017) as
the clustering algorithm. The selection of parame-
ters aimed to mitigate the identification of spurious,
unrelated clusters while avoiding the aggregation of
distinct themes into overly broad topics and to pre-
vent the fragmentation of coherent topics into ex-
cessively fine-grained clusters. Specifically, we ap-
ply BERTopic to perform dynamic topic modeling
on a daily basis to model the evolving political nar-
ratives and themes. By tracking the frequency and
content of identified topics daily, journalists and
politicians can pinpoint the predominant themes
at any given moment in time, observe their trend,
and link these dynamics to external resources and
real-world events, see examples in Appendix B.

3.3 Network Graph

Narratives and their influence online extend be-
yond a single social network. Finding influential
actors on multiple social media networks, news arti-
cles, blogs, and the Internet in general is not trivial.
Some articles find that the heavy reliance of re-
search on social network graphs is based on access

to the Twitter/X API (Morstatter et al., 2013). The
proposed network extraction method and central-
ity calculation approach aims to address this issue.
The available interaction data provides the author
of a post or news snippet and the URL at which this
interaction occurs. Both entities can be extracted
and transformed into the origins of an edge in a so-
cial network graph. The author is extracted directly,
and the URL is extracted as a user profile, in which
case it is matched to the entity of the author or the
organization hosting the interaction. The extraction
method then transforms and extracts data from the
content of the interaction itself to select what kind
of edge in the graph should be attributed to this
interaction and what the target node should be.

One way of extracting the target node is
by checking for tagged users, for example @-
mentions, using regular expressions. Another
method is by using named entity recognition
(NER). The method of extraction determines which
of the two labels the edge between the source and
the target node has. The entities labeled are the
targets of edges labeled intentional, while entities
extracted using NER are the targets of the edges
labeled inferred. All edges are weighted by the
frequency of their occurrence. Some entities, while
not very active themselves, are mentioned with a
high frequency and are therefore important for the
understanding of influential actors in the network.
To include this aspect of influence, the method also
extracts a third type of edge, passive mutual, which
is undirected. It connects nodes that are mentioned
within the same content of an interaction by a 3rd
party (Räbiger and Spiliopoulou, 2015)

The network graph also includes hashtags and
the modeled topics as a separate node label. Hash-
tags are the targets of the edge labeled intentional,
while topics extracted using the topic modeling
approach are targets of the edge labeled inferred.
Eigenvector centrality (Newman, 2018) would be
used to scale the nodes in a view of the graph to
give end-users orientation to identify influential
nodes. Nodes should also be filtered based on their
frequency of occurrence in the data.

3.4 Fact Checking
In order to assess the factuality of a text, a multi-
stage framework has been proposed (Vlachos and
Riedel, 2014; Guo et al., 2022). The stages are
(i) claim detection, (ii) evidence retrieval, and (iii)
claim verification. We developed a prototype adopt-
ing this framework to evaluate its feasibility in con-
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nection with a results dashboard. For the stage
of claim detection, in which the aim is to iden-
tify a check-worthy claim within a text and to ex-
tract this claim, one-shot prompting with GPT-3.5
(Brown et al., 2020) was utilized. The model was
supplied with a system prompt (see Appendix A),
which contained the example, and a user prompt,
which contained the post as well as the author, the
author party, and the date as context information.
The extracted claim was used for the next stage
of evidence retrieval. Evidence retrieval aims to
find sources in connection to the stated claim from
Google News search. For the generation of the
search query, one shot prompting with GPT-3.5
was used again. As in the previous setup, the sys-
tem prompt contained an example, while the user
prompt contained the previous reply and context
information. The first 3 results of the Google News
search were used as knowledge sources and sum-
marized by GPT-3.5. The concatenated summaries
were then passed to the next stage of verdict predic-
tion. For the verdict prediction, GPT-3.5 was sup-
plied with the claim, context information and con-
text information. In a zero-shot prompting setup, it
was tasked to give a truthfulness score out of five
categories (False, Mostly false, Half true, Mostly
true, or True) and give a reason of at most 2 sen-
tences, and truthfulness scores were displayed on
the dashboard. For each channel, the number of
claims in each of the five categories was displayed
in a bar chart, giving an overview of how often each
author published claims that were supported/not
supported by evidence. This planned approach is
experimental; among the other considered ones is
the one by Özge Sevgili et al. (2024) stands out,
for their streamlined approach.

4 Evaluation

To evaluate our approach, 100 random posts across
various dates were extracted and given to four dif-
ferent German native speakers. The annotators
were asked to categorize the posts regarding senti-
ment (positive, negative, or neutral) and whether
they contain hate speech. Where the four annota-
tors were evenly split, a fifth native speaker acted as
a tie-breaker, and the gold label for each post was
decided by majority vote. The Kappa score was
around 0.43 for both tasks. This shows how chal-
lenging even for native speakers to coincide in these
matters; and therefore, interpretation of experts, for
example, journalists or researchers, is needed to

effectively assess the behavior of the right-wing
movement. Applying the LFTW R4 Target model
for hate speech, the TimeLM model for sentiment
analysis, and GPT-4o-mini to the gold label dataset
shows moderate performance, with GPT-4o-mini
achieving the best results overall (see Table 1).

Task Model Precision Recall F1

Hate speech LTFTW 0.42 0.85 0.56
GPT 0.53 0.63 0.58

Sentiment TimeLM 0.77 0.72 0.74
GPT 0.86 0.82 0.81

Table 1: Hate speech and sentiment analysis using SLM
(LFTW R4 Target and TimeLM respectively) and LLM
(GPT 4o-mini) models.

To illustrate the capabilities of the Dynamic
Topic Modeling approach described in Section
3.2, we present two example visualizations derived
from the dashboard. Specifically, we focused on
the period around the Aschaffenburg1 incident in
January 2025. Figure 2 and Figure 3 in Appendix B
describe the temporal evolution of selected topics
during this timeframe, clearly demonstrating the
incident’s impact on the social media discourse and
the increase in hate speech-related themes. Fur-
thermore, the visualization also demonstrates the
subsequent rise in topics related to migration policy,
correlating with a proposal introduced by a conser-
vative political party. These examples underline
the capability of the models to pinpoint predomi-
nant themes and narratives at specific points in time
and link their fluctuations to real-world events and
news.

5 Conclusion

We have carefully developed a strategy to ef-
fectively leverage AI against right-wing anti-
democratic movements. The components of the
dashboard could support journalists, researchers,
and policymakers in identifying and responding to
problematic narratives and themes in the digital
sphere. In a preliminary qualitative analysis, we
have found a cohesive movement of the right-wing
discourse when troubling situations arise, for ex-
ample, the Aschaffenburg incident that led to an
increase in hate speech. Our work, as it is still
in progress, is trying to discover the best ways of
using AI to support the resilience of democratic
societies.

1https://www.dw.com/en/
germany-Aschaffenburg-knife-attack-details/
a-71372024
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6 Limitations

There are multiple limitations that can be faced
when creating such a complex tool. The sheer
amount of data and the capabilities for analysis
are one of the biggest ones, while also having to
mind the resource component.

Another limitation is how hard it is to get direct
feedback from the possible users in order to im-
prove it. These users are often in high demand, so
it is a challenge to progress at a good pace while
satisfying the possible requirements they have.

The accessibility of language models trained in
the German language is also a limitation, consider-
ing that the ones found are often underdeveloped.
The research community must strive for it.

However, the advance of multilingual language
models offers fine-tuning opportunities for spe-
cific tasks. A possible improvement for the fact-
checking framework would be fine-tuned mod-
els for the specific subtasks. A current work in
progress is the fine-tuning of a large language
model to identify a claim in a text and extract it in
a normalized form, as suggested by Sundriyal et al.
(2023).

Ethical Considerations

The main consideration taken is that our work does
not assume the political ideology, or all the social
expectations that may come with it, of individuals.
Rather, it only deals with the texts obtained to get
a grasp of the right-wing discourse. We focus ex-
clusively on analyzing publicly shared speech, not
individuals, and emphasize transparency and aca-
demic rigor in countering anti-democratic actions.

It is also understood how important it is, for a
set of tools like the one we intend to create, to
keep access to it only for the desired individuals.
A curated ingress to the dashboard will be created.
Access to this tool is strictly controlled to prevent
misuse for anti-democratic purposes.
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A Fact Checking

The fact-checking prototype used three one-shot
prompting configurations and one zero-shot setup.
All prompting was performed with OpenAI’s GPT-
3.5 model (gpt-3.5-turbo).

Claim Extraction
To extract fact-checkable claims from text, the sys-
tem was prompted as follows:

System prompt:
You are a fact expert. Your task is to
extract the statements from a given text
for which the truthfulness can be verified
by publicly available knowledge.
Ignore information about personal
events, subjective opinions, and state-
ments about upcoming events.
Reformulate the statements into direct
statements. Include the date, author, and
author’s party in your formulation if
this is necessary for fact-checking the
statement.
Example: Text: "You can see the bad
mood among all other parties."; Author:
"Christian Lindner from the FDP party";
Date: 1.2.2023; Direct statement: "In
February 2023, there is a bad mood
among all parties except the FDP."
Return only the direct statements
as a JSON object. Name these
"statements".

User prompt template:
Extract the statements that can be fac-
tually verified with public knowledge
from the following text by {author} from
the party {author_party} from {date}:
{query}.

Query Generation
To rephrase extracted claims into optimized Google
search queries, the following prompts were used:

System prompt:

You are a Google search expert. Your
task is to create an optimized Google
search query from a statement.
Example: Input: "The capital of Ger-
many is Berlin." Optimized Google
search query: "Capital of Germany"

User prompt template:

Convert the following statement by {au-
thor} from {date} into a Google search
query: {query}.

Verdict Prediction (Zero-Shot)
The zero-shot setup for predicting truthfulness (ver-
dicts) used the following configuration:

System prompt:

You are a fact-checking expert. Your job
is to check the truth of statements that
are given to you. You are provided with
contextual knowledge for this purpose.
Only give your answer in JSON for-
mat with the fields "Truthfulness" and
"Reason".
Select exactly one of the following cat-
egories for the "Truthfulness" field:
"False", "Mostly false", "Half
true", "Mostly true", or "True".
The "Reason" field must not be longer
than two sentences.

User prompt template:

Check the following statement by {au-
thor} from the party {author_party} from
{date}: {claim}.
Context: {grounding_context}

B Dynamic Topic Modeling

B.1 Focus Topics
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Figure 2: Temporal evolution of a wide range of political and extremist discourse topics on social media from
January 20 to February to January 31, 2025, covering the period around the Aschaffenburg incident and subsequent
proposal by a conservative political party.

Figure 3: Evolution of key political discourse topics on social media from two days before the incident in
Aschaffenburg (January 22, 2025) until January 31, 2025, coinciding with the joint proposal by a conservative
political party. The plot highlights trends in discourse related to migration, border control, asylum policy, and
right-wing narratives such as "Remigration".
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